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"Then there were the remarkable 
researches of Faraday, the prince of 
experimentalists, on electrostatics 
and electrodynamics and the Induction 
of currents •• .The crowning achievement 
was reservod for the heaven - sent 
Maxwell, a man whose fame, great as It 
is now, has, comparatively speaking, 
yet to come."('•Electromagnetic Theory" 
Vol. 1, page 8, by Oliver Heaviside.)
"We reverse this; the current in the 

wire is set up by the energy 
transmitted through the medium around 
it." ("Electrical Papers" Vol. 1, page 
438, by Oliver Heaviside.)
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PREFACE

Volume 2 contains more practical 
advice on day to day digital design, 
along with some disclosures of 
fundamental advances in the art.
Further disclosures will be found in 
the sister publication "Electromagnetic 
Theory" by the same authors.

Volume 1 was well received and is 
now on the shelves of about half the 
university and research establishment 
libraries. Since it was published, 
interest in the authors' quarterly 
seminar on digital design has greatly 
increased.

A good working relationship has 
developed with Wireless World, where 
the authors' occasional articles and 
the resulting correspondence are well 
worth reading.
-Iso see "Electronagaetisa 1" by Ivor Catt, 

mb, Uestfleids Press, 121 Westfields, St. Albsas 
AL3 4JR, England, 1996.

The publishers have a helpful video driven by 
•n Acorn Mas tar computer which demonstrates the 
passage of a TEM wave.
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VOLTAGE SUPPLY DECOUPLING BY 
CAPACITORS

Tha conventional view is that a 
capacitor has stray series inductance 
and stray series resistance, and the 
model normally used for a practical 
capacitor is therefore as follows:

The series resistance, called "Equiva­
lent Series Resistance", (E.S.R.), is 
less of an evil than the series 
inductance, the stray value which is 
thought about the most.

It is generally thought that large 
capacitors have large series induc-
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taxzce. This leads people to use more 
than one capacitor in parallel, the 
smaller 10 nF capacitor having the job 
of dealing with the higher frequencies 
and the larger 10 jtF capacitor dealing 
with lower frequencies.

"Self Resonant Frequency” for a 
capacitor is the term given to the 
frequency (J when 1/ w 1 equals the pro­
duct of C and the stray inductance, L. 
Above this frequency, it is said, the 
capacitor becomes inductive and is 
useless in a place where a capacitor 
and not on inductor is needed, like 
decoupling voltage supplies to logic.

The above arguments, although poss­
ibly reasonably harmless when design­
ing analog circuits, become definitely 
counter - productive for the digital 
designer, who should instead follow 
the reasoning in the rest of this 
chapter

Conventional Electromagnetic Theory 
proposes that when an electric current 
flows down a wire into a capacitor, it 
spreads out across the plate t>roduclng 
an electric charge which in turn leads 
to an electric field between the capa­
citor plates. The valuable concept of 
continuity of electric current is then
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retained by postulating, (after Max­
well) a "Displacement Current", which 
is a mathematical manipulation of the 
electric field E between the capacitor 
plates which has the dimensions of 
else trie current and completes the 
flow of ''electricity'*. This approach 
permits us to retain Kirchoff's Laws 
and other valuable concepts, even 
though superficially it appears that 
at the capacitor there is a break in 
the otherwise continuous flow of elec­
tric current.

The flaw in this model is revealed 
when we notice that the electric cur­
rent entered the capacitor at one 
point only on the capacitor plate. We 
must explain how, then, the electric 
charge flowing down the wire suddenly 
distributed itself uniformly across 
the whole capacitor plate. We know 
that this cannot happen since charge 
cannot flow out across the plate at a 
velocity in excess of the velocity of 
light. This paradoxical situation is 
brought about by a fundamental flaw in 
the basic model. Work on high speed 
logic design has shown that the model 
of a lumped capacitor is faulty, and 
"Displacement Current" is an artefact
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of this faulty model.
The true model is different. Elec­

tric current enters the capacitor 
through a wire and then spreads out 
across the plate in the same way as 
ripples flow out from a stone dropped 
into a pond. If we consider only one 
pie-shaped wedge of the capacitor,
(see Vol.!, page 110), we can recog­
nise it as a parallel plate transmis­
sion line whoso only unusual feature
is that the line width is increasing 
(and hence the impedance is decreas­
ing). The capacitor is made up of a
number of these pie-shaped transmis­
sion lines in parallel, so the proper 
model for a capacitor is a transmis­
sion line.

E.S.R. for a capacitor is the
initial characteristic impedance of 
this transmission line at a radius 
equal to the radius of the input 
vires.

Series inductance does not exist. 
Pace the many documented values for 
series inductance in a capacitor, this 
confirms experience that when the so- 
called series inductance of a capaci­
tor is measured, it turns out to be no 
more than the series inductance of the
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wires connected to the capacitor: No
mechanism has ever been proposed for 
an internal series inductance in a 
capacitor

Since any capacitor must now be 
considered to be a transmission line, 
it is no more necessary to postulate 
"Displacement Current" in a capacitor 
than it is necessary for a transmis­
sion line.

The excision of "Displacement 
Current" from Electromagnetic Theory 
has boen based on arguments which are 
independent of the classic dispute 
over whether the electric current 
causes the electromagnetic field or 
vice versa, that is whether we adhere 
to Theory N or Theory H (Vol.I, page 
119).

In summary, we see that when de­
coupling a voltage supply, a capacitor 
looks like a pure resistance of the 
order of 0.1 ohms. Its performance 
will not deteriorate as logic speeds 
increase through I ns and beyond.

SELF-RESONANT FREQUENCY OF A CAPACITOR
This is an extremely damaging con­

cept, leading to the use of the least 
suitable capacitors (i.e. low value



capacitors) for voltage decoupling 
purposes.

The so-called self-resonant fre­
quency results from the equation;

where L is the self inductance of the 
wires leading to the capacitor, and C 
is the nominal capacitance of the 
capacitor* It is easy to see from the 
formula that if C is increased, the 
so-called self-resonant frequency is 
reduced* This leads to the nonsensical 
conclusion that the best capacitor has 
the smallest capacitance, all other 
variables being kept constant. In 
fact, the impedance of a I fk F capa­
citor, although by such a doubtful 
rule of thumb reaching its lowest 
impedance at a lower frequency, has a 
lower impedance at all frequencies 
than a so-called "R-F" 10 nF capacitor 
even when the latter is at its lowest 
impedance. The problem is that the 
impedance curves of the two capacitors 
have never been drawn on the same 
graph. When they are, the superiority 
of the 1 fAF capacitor at all relevant 
frequencies is obvious.
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LINE DRIVERS AND RECEIVERS

In the first chapter of Volume One, 
entitled "Earthing in a Digital System", 
it is shown that the technique of 
sending a signal down one wire and 
using a common return path has severe 
limitations. In such a system, it 
appears that the best noise rejection 
is achieved by having the lowest possible 
source impedance at the driven end of 
the line and also the lowest possible 
destination impedance, so that any noise 
has to develop a voltage across a very 
low impedance, and for a given noise 
source the voltage developed is minimum. 
(It could be argued that for magnetically 
Induced noise the source impedance should 
be high, but certainly the destination 
impedance should be as low as possible.)

When logic signals are sent over a 
distance, for instance from ope module 
to another, it is prudent to send the 
signal in differential mode down a pair 
of lines. The two lines are made as 
similar as possible, so that any noise
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introduced from elsewhere tends to be 
common mode (equal in amplitude on 
both lines), and a differential ampli­
fier at the destination (i.e. a circuit 
which decides which of two Inputs is 
highsr, rather than their absolute 
amplitude) is unaffected by such noise.

One advantage we have when designing 
line drivers and receivers is that the 
circuit need not be as fast as a normal 
logic element. If maximum spssd were 
required, the signal would surely not 
have been sent a long distance in the 
first place, with the inevitable delay 
that this involves (minimum 1 nsec / ft, 
in practice about 2 nsec / ft).

L i n e  d r iv e r  outrut
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Designers of differential line drivers 
have given some thought to noise reject­
ion at destination, but have consistently 
failed co notice that noise rejection at 
source, at the driver end, is also very 
important. As a result, they have designed 
line drivers with very high output imped­
ance, which are of course very poor at 
soaking up noise and also poor at operat­
ing properly, that is, outputting a 
proper differential signal, in the presence 
of noise on the lines tending to lift 
the output pins. In particular, if the 
outputs come from the two collectors of 
a long tailed pair, there will be no 
signal at all on either line if the noise 
pulls the two collectors down below the 
potential of the emitters of the two 
transistors. This can easily happen if 
the output is a current source (like the 
one drawn on the previous page); that 
is, if it has a very high output impedance.

If conventional line drivers are 
used, it follows that the outputs should 
be protected from large common mode noise 
by a potential divider similar to that 
recommended later on for line receivers. 
However, it will be shown that it is 
preferable to give up using currently 
available differential line drivers and
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replace them by 7404 outputs until 
something even better becomes available.

We shall end up with a circuit 
something like the following:

RECEIVER



Generally, it is regarded as important 
to try to make the source impedance of 
the two lines as far as possible equal, 
even though they are being driven diff­
erently, one line high and the other line 
low. Now this is very difficult to achieve 
because the output drive circuit is non­
linear In performance. If the line which 
is being pulled up by the top trans­
istor Is lifted up a little further by 
noise, the output transistor unhooks 
and the source impedance becomes very 
high. However, if the some thing happens 
to the 11ns which is being held down 
by the bottom (saturated) transistor, 
that is. If noise tries to lift it a 
little, the source impedance looks like 
something approaching a short circuit, 
or zero impedance.

At first sight it might appear bad 
that the source Impedance of the two 
lines looks so very different for the 
same noise introduced onto each line. 
However, a close inspection shows that 
in this particular circuit the change 
of impedance always works in p favor­
able direction. We might idealize the 
circuit as shown on the next page.

With the upper switch on, the 
circuit clamps the output up towards
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+5v, but will not prevent noise from 
pulling it up even higher. With the 
lower switch on, the circuit clamps 
the output down to Ov, but will not 
prevent noise from pulling it even 
lower. So in no case can noise reduce 
the voltage difference between the two 
lines and so increase the problem of 
discrimination by the line receiver 
circuit.

Our study of the particular circuit 
above leads us to amend our previous 
assertion that the output impedance of 
a balanced line driver should look the
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same in both states. We now see that it 
is more accurate to say that the output 
impedance should vary in such a way as 
to cause noise to increase, rather than 
decrease, the differential signal 
between the lines.

We can of course series terminate 
the above circuit at the driver end 
instead of shunt terminating between 
the lines at the destination with a 
resistor R2 as shown further on. In the 
case of series termination, each line 
should have a series resistor equal to 
half the characteristic impedance of 
the two lines. Series termination has 
the advantage of reducing the power 
dissipated, but the serious disadvan­
tage of increasing susceptibility at 
the destination to "capacitively induced 
noise".

NOISE REJECTION AT DESTINATION

When a balanced pair of lines is 
used, the problem of differential noise, 
which affects the two lines differently, 
is small. However, we still have to face 
the possibility that common mode noise 
will lift both lines outside the range 
of voltages that the line receiver can
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tolerate. For example, if the inputs 
to a  differential amplifier go too low, 
all current in the differential ampli­
fier is cut off. If the inputs go too 
high, the transistors at the input 
saturate and the circuit malfunctions.

A  way to improve the cocxaon mode 
noise rejection of a  line receiver is 
to have a potential divider at the 
destination which will attenuate common 
mode noise (at the cost of attenuating 
ths differential signal as well).
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A better way to do the same thing 
appears to be to put the potential 
divider between the lines, until we 
realize that by removing the resistor 
connected to ground we have increased 
the destination impedance seen by 
common mode noise to infinity, and so 
increased the amplitude of the noise.

An elegant solution to the problem 
is to common the centre points P of a 
number of pairs of lines and then 
decouple P to Ov through a very large 
capacitor (say 10 p F ) , This means that 
noise on the line still sees the small 
impedance ( R1 + R2 ) to Ov, which is 
only half the characteristic impedance 
of the pair of lines, 2 ( R1 + R2 ).
It is important that the capacitor should 
be so big that at all frequencies where 
noise is of concern, its impedance should 
be small compared with ( R1 + R2 ), or 
small compared with Rl + R2

n
if n circuits have been commoned at P 
to keep down the number of capacitors 
used. If 32 circuits have been cotmnoned 
and Rl + R2 = 50 ohms, Rl + —  ̂ - ohms.

1 n So -jj— should be ^  150 mohm at 100 KHz,
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that is, less than one tenth of 1.5 
ohms at the lowest frequency of the 
range of concern.

Therefore C ■ 10 p F approx.
The physical size of such a capaci­

tor is acceptable in a normal system■
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NOISE SPECIFICATIONS ON 
INTEGRATED CIRCUITS

A logic gate is dsslgned to output 
a voltage VI to Indicate a logical One, 
and a voltage VO to Indicate a logical 
zero. At the input to a logic element 
there is a threshold Vt which is about 
half way between VO and VI. The circuit 
is designed to interpret any voltage 
above Vt as a logical One and any 
voltage below Vt as a logical zero.

OUTPUT *

THRESHOLD —

INTERPRETED AS 
'logical ONC

.NTER P R ETSO  AS 
l OOICAL ZERO
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The noise rejection is commonly 
described as the difference between the 
minimum possible Vt and the maximum 
possible VO for circuits which are oper­
ating within specification for noiee 
rejection at the low logic level, and 
the difference between the maximum 
possible Vt and the minimum possible VI 
for noise rejection at the high logic 
level. Put mathematically, noise rejection 
is ( Vtrain - VOmax ) and ( Vlmin - Vtmax).

The sainicmm (worst case) noise rejection 
should be specified for the case when 
the driving and driven logic elements 
are at opposite ends of the specified 
temperature range, and when the supply 
voltages are at the worst extreme within 
the specified range.

Vi

Vo



Even if these last provisos are kept 
in mind, such a  specification, and 
therefore such a  performance guarantee 
from the integrated circuit supplier, 
is quite inadequate in practical cases. 
This is because two other failure modes 
are common with present integrated 
circuit designs.

neviatc

FAILURE DUE TO INPUTS OUTSIDE THE 
NOMINAL RANGE

fNTSQOQe^KO AS -OGOL 2CCQ
THRESHOLD y.

F A IL /

V| M A X

V|
V| M IN  j

Vt
VfcM IN

Vo MAX

7

V0MIN j

L

L

WORST CASE 
NQiSK REJECTIONS

. W O R S T  C ASS
N O iS E  R E J E C T IO N  A

W O R S T  C A S S  -  '*0'SE RE_£cT!3sj 4

.W O R S T  C A S K  3, 
NOiSE Rl^KCTiON0

P-Ev e r s e  V^ A 'L  M AX
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It is common for integrated circuits 
to make a reversal of output when an 
input moves slightly above VI or slightly 
below VO. A  logic element will often 
interpret an input somewhat higher than 
VI as a logical zero. It has a "reverse 
threshold" above VI. Alternatively, the 
circuit may malfunction in some other 
way if the input is outside the range 
VO to VI. So we have to draw the more 
complex picture on the previous page.
The worst case noise rejection for the 
logic elements is the narrowest of the 
four shaded areas.

Although obviously areas 3 and 4 are 
just as important as 1 and 2, such 
failure modes have always been ignored 
by supplier and customer up to the present 
time.

FAILURE DUE TO NOISE ON OUTPUT

A memory (bistable) element can be 
legitimately altered by changes at its 
inputs, but it can also be altered by 
spurious changes on its outputs. The 
susceptibility of bistable elements to 
interference on their outputs should be 
specified, but it never has been.
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THE VALIDITY OF SPECIFYING NOISE 
REJECTION IN TERMS OF VOLTAGE

The foregoing was a discussion of 
current practices with regard to noise 
rejection specification in terms of 
voltages, and the shortcomings of the 
traditional methods. We now have to 
question whether the proper specification 
of nolee rejection is in terms of 
voltage alone. Does noise eppear as a 
pure increment of voltage on a line, 
irrespective of the source impedance 
of the line, its characteristic imped­
ance, and the load? Obviously not, 
because the source impedance of the noise 
itself is not zero. However, if we 
Ignore the considerations mentioned in 
this paragraph, but update current 
practices as described earlier in this 
section, the situation will be greatly 
improved •
EXAMPLE OF A LOGIC GATE WITH 
A REVERSE THRESHOLD

The ECL (Emitter Coupled Logic) gate 
has the circuit drawn on the next page.

If the input is low, the emitter 
resistor current I flows down the right 
hand side of the differential amplifier.
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No current except the small base drive 
current to the output transistor flows 
in Rl, and the NOR output stands at the 
high level of one diode drop (Vbe) 
below OV. So a low input causes a high 
output* As the input voltage rises above 
Vbb, the current I is deflected down 
the left hand path, and causes a drop 
across R* The result is that the NOR 
output drops to the correct low logic 
level*

So far so good* However, should noise 
raise the input even higher, above the 
logic I level, the input transistor 
finally saturates and its collector is 
driven high again via its bas e-col lector 
diode, and the NOR output is also driven 
high again to a spurious logic 1 level. 
This is an example of reverse threshold.

WARMING UP OF INTEGRATED CIRCUITS

The thermal time constant of 
Integrated circuits is surprisingly 
high - as much as two minutes - and 
logic levels can vary by as much as 55 mv 
during this time. It is wise to allow 
the full two minutes of warm up time 
before logic is used, so that the noise 
margins are not significantly degraded.
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COMPONENT PULSE RESPONSE

Until digital signals became wide­
spread, particularly high speed ones, 
steady state sine waves were the normal 
state of affairs. It is well known that 
in VHF and Microwave regions, components 
cannot be thought of as lumped, and 
specific models must be developed. This 
attitude is correct, and must be applied 
when attempting to understand the 
performance of a component in a fast 
step situation. Firstly, we must have 
a clear understanding of what a step or 
pulse is.

The leading edge of a step is a shock 
wave. It is a TEM wavefront which travels 
at the speed of light. Now it is math­
ematically possible to take a single 
step and analyse it using Fourier 
Analysis.



A single step has a risetime of 1 ns. 
To produce this from sine waves means 
combining an infinite number which have 
existed from minus infinity to plus 
infinity. Now this can be seen to be 
quite absurd and not practical at all. 
Instead, let us take the single event 
drawn on the previous page, a 1 ns. 
scop produced from Schottky TTL or ECL. 
(Fairshild now do the FiOOK series with 
700 ps. risetimes.)

tt is important to realise that as 
this wavefront travels along a Trans­
mission Line, everything in front of it 
has no knowledge of its existence 
whatsoever. There can be no instantaneous 
action at a distance. This is because 
the effects of any event take a finite 
time to propagate outwards from the 
source of the disturbance.

Any component, be it a resistor or 
a capacitor, for example, is distributed 
throughout space. It is therefore 
convenient to think of components as 
transmission lines, especially when 
considering their performance in a high 
speed digital environment. *
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THE RESISTOR

It is well known that terminating 
SO ohm coaxial cable In a resistor of 
the same value is called 'perfect 
termination' • There is no reflection 
of the step. Therefore we can deduce 
that the signal cannot differentiate 
between a  transmission line with a 
characteristic impedance of SO ohms 
and a  50 ohm resistor.

♦c
9Q A  CHARACTERISTC 
>  »M PC 0AN C £ 

CO AX t A .  CABLE
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The resistor can be seen to be a 
transmission line of two distinctly 
separate portions. The energy in the 
step is converted into heat and is 
diffused out into space. Of course, the 
purist would say that there is a small 
discontinuity, but in fact this is so 
short, about 12 mm, that we can treat 
the component as an ideal one. However, 
the engineer must always bear in mind 
that it is a very short transmission 
line before he makes the decision to 
neglect its effects. This is sometimes 
referred to as the series inductance 
of the resistor.

From A to B, ZQ1 ■ 180 ohms Air spaced
From B to C, Zq2 ■ 50 ohms Carbon

composite
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Firstly, take the case of a parallel- 
plate capacitor.

THE C A P A C IT O R

A  fast step propagates down a trans­
mission line with a capacitor connected 
to the far end. The step arrives at 
the end of the transmission line and 
sees a very low characteristic imped­
ance compared to its own Zo of 50 ohms, 
say. This is just like a short circuit, 
and so most of the signal is reflected 
end only a small portion of it enters 
the parallel plates of the capacitor. 
This small amplitude travels down the 
parallel plates and comes to an open 
.circuit at the end. Voltage doubling
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takes place due to the ref lection, coeff­
icient of +1. At the other (left hand) 
end of the capacitor it sees a character­
istic impedance much greater than its own 
(the capacitor having a ZQ of something 
like 0.1 ohms) and thus the voltage step 
is rsflected once again. This process 
carries on until the capacitor becomes 
charged up to the supply voltage. We have 
assumed that the cable connected to the 
capacitor is long compared to the length 
of the capacitor, therefore we can ignore 
reflections in the co-axial cable.

The key parameters for the pulse 
response of a capacitor are therefore:

(2) Time delay T^ " J  Jj £ x

This model of a capacitor can be 
applied equally well to circular plates 
(disc ceramics), but in that case the Z0 
of the device decreases as the step travels 
out from the centre of the two plates.

Now, the established equation for the 
charging of a capacitor from a*step input
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Looking at the second term we see 
that the constant C is the total 
capacitance of the component, and so 
it is not valid in a very fast step 
situation. This is because at the 
instant the step meets the capacitor 
the voltage developed across the plates 
initially cannot be defined by a value 
which is a function of the total size 
of the device. The step has no knowledge 
of the actual length of the plates 
until it reaches the far end and sees 
an open circuit.

Even faster edges can be produced 
using a time domain ref lec tome ter (TDR). 
This produces a 25 psec. rise time edge 
which enables clear waveforms to be 
seen for standard components. In 50 psec, 
for example, a wavefront will travel 
about one cm in air.

The above argument shows that when 
components are being used in a digital 
environment it is of no value to use 
stated parameters which have been based 
on sine wave measurement and calculation. 
To have a clear understanding of how a 
component behaves in a fast step 
response situation, engineers must use 
the transmission line parameters 
developed above.



Even in a sinusoidal situation this 
model can be used; when the wavelength 
of the impressed sine wave becomes 
comparable with the length of the leads 
and the plates a standing wave pattern 
will be present. It can be seen that 
the well known parameter equivalent 
series resistance (ESR) is in fact the 
characteristic impedance Zo of the 
device. Also, there is no such thing as 
series inductanco.

ot- *951______CAPAC ITO R_________joc «<-o

To P R O P A G A T IO N  Q B -A Y  
TW RO U G H  C
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THE REED RELAY PULSE GENERATOR

The reed relay pulse generator is 
described here as an aid to the under­
standing of the nature of power supply 
distribution in a digital system 
according to Theory H (page 119).

The reed relay pulse generator was a 
means of generating a fast pulse using 
rather primitive methods. A one metre 
section of 50 ohm coax AB was charged 
up to a steady 10 volts (say) via a one 
megohm resistor, and then suddenly 
discharged into a long piece of coax BC 
by the closure of two switches.

A five volt pulse two metres wide 
was found to travel off to the right at 
the speed of light for the dielectric 
on closure of the switches, leaving the 
section AB completely discharged.

(The practical device lacked the 
second, lower switch at B, which is 
added in the diagram on the next page 
to simplify the argument.)

The curious point is that the width 
of the pulse travelling off down BC is 
twice as much as the time delay for a
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signal between A and B. Also, the volt­
age is half of what one would expect.
It appears that after the switch was , 
closed, some energy current must have 
started off to the left, away from the 
now closed switch; bounced off the open 
circuit at A, and then returned all the 
way back to the switch at B and beyond.

c v
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This paradox; chat when the switches 
are closed, energy current promptly 
rushes sway from the path suddenly 
made available | is understandable If 
one postulates that a steady charged 
capacitor Afi is not steady at all; it 
contains energy current, half of It 
travelling to the right at tha epaad 
of light, and tha othar half travai­
ling to tha left at tha epaad of light.

Now it becomes obvious that when 
the switches are closed, the right­
wards travelling energy current will 
exit down BC first, Immediately 
followed by the leftwards travelling 
energy current after it has bounced 
off tha open circuit at A.

We are driving towards the 
principle that Energy (Currant) E x H 
cannot stand still; It can only travel 
at tha speed of light. Any apparently 
steady field is probably a  combination 
of two energy currents travelling in 
opposite directions at tha speed of 
light.
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THE L - C  OSCILLATOR CIRCUIT

l£ a charged capacitor is connected 
to a quiescent one-turn inductor, then 
energy current moves between the two 
components in a complex fashion. The 
resulting waveform is not a sine wave. 
Rather, it is a step waveform which 
approximates to a sine wave. We can see 
that the fundamental, idealized waveform 
in such a situation is a series of steps 
rather than a pure sine wave.

Consider a capacitor (or open circuit 
transmission line) which is connected to 
a single turn inductor (or short circuit­
ed transmission line). The initial state 
could be that the capacitor was charged 
to a voltage v and then connected to the 
Inductor by closing the switches. 
However, other initial states could be 
proposed.

We shall assume that the signal prop­
agation delay down the capacitor is the 
same as that down the inductor. Also 
assume that the reflection coefficient 
for a signal travelling down the capac­
itor to the right is P  when it reaches 
the inductor.
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In general, (see page 83), the foll­
owing coefficients apply when signals 
reflect or pass through discontinuities 
in the circuit.
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If at a certain time the signal in C 
has an amplitude vx - l  and in L it is y, 
then the following sequence occurs:

V i

(1-e> y S  ^1+0 vx-i
it vx =(i-?)y+?vx.l

- efi-^y+e V i  /
. . (i-()tr-(i--f)(1+f)vx.1

— ►  V i

Therefore ■ (l-^)y + ̂ vx_̂

However, , ,
\ n  - v i  ■
which we can see equals 2 ^

v . + v .
Therefore, vx ■ —  j y  *"■

2vx, 2vx+1, 2vx+2 etc. is a sequence
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of amplitudes seen in the capacitor, 
and they obey the above formula*
Now since

sin(a+fa) + sin(a-Sa)
•ln a  "7 cosla ----
we can see that one possibility is that 
the sequence in v^ represents a series 
of steps which approximate to a sine 
wave.

The conclusion is that one waveform 
which can be supported by an L - C 
circuit is a sine wave, where C is an 
open circuit transmission line and the 
L is a short circuited transmission 
line. The larger the value of £ (i.e. 
the bigger the discrepancy between ZQC 
and » or to put it another way,
the more capacitive the capacitor and/ 
or the more inductive the inductor,) 
the smaller is the forward flow of 
energy current each time across the 
central node between the C and the L. 
This means that there is more time 
between maxima in the energy current 
level in C, and a lower "resonant 
frequency"..
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THE HISTORY OF DISPLACEMENT CURRENT

In the early nineteenth century, 
Electromagnetic Theory made advances, a 
cornerstone of the theory being the 
doctrine of conservation of charge q, 
which developed into the doctrine of 
continuity of electric current flow, 
dq/dt - i.

In the middle of that century Maxwell 
struggled with the paradox of the 
capacitor, where charge entered one plate 
and then flowed out of the other plate, 
apparently without traversing the space 
between the plates.

A

1 CURRENT i

6
?

NO  CURRENT I

|C U R R E N T  i.
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This was an embarassment • It seemed 
that electric charge was being deetroyed 
on the upper plate and being re-creeted 
when it reappeared on the lower plate. 
Maxwell "cut the Gordian knot" (as 
Oliver Heaviside put it in his Electro­
magnetic Theory, Volume 1, page 28 sect. 
30) by postulating a new type of 
current, called "displacement current", 
as flowing across the gap BC so as to 
save the principle of continuity of 
electric current.

"Displacement current" was a result 
of his postulation of "electric displ­
acement". Maxwell said that the total 
outward displacement across any closed 
surface is equal to the total charge 
Inside the closed surface•(j C Maxwell,
A TREATISE ON ELECTRICITY AND MAGNETISM, 
Oxford, Clarendon Press, page 253.)

This was a clever ruse, but it was 
not surprising that objections were 
raised. Notice in the next figure that 
if in any circuit there should be a 
break BC in the current path, we are 
bound by the principle of conservation 
of charge to say that the current i, 
that is the flow of charge, entering 
B from A accumulates as charge Ji dt 
at B, and the current reappearing at C
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"accumulates" as equal negative charge 
- fi dt. By definition, electric displ­
acement outward from B equals the total 
charge trapped at B; D - Ji dt and 
i = dD/dt. It is not a coincidence 
that "displacement current" saves the 
idea of continuity of electric current; 
it does so by definition. With the 
postulation of displacement current, it 
would never in future be possible to 
devise an experiment which might refute 
the principle of continuity of electric 
current. Popper would therefore say that 
"displacement current" is an unscientific 
concept. (Karl Popper, CONJECTURES AND
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REFUTATIONS, London, RRP, page 32.) 
Whenever charge seems to disappear at 
a point, displacement takes its place. 
Whenever electric current seems to 
disappear at a point, displacement 
current pops up to take its place.

It is important to remember that 
Maxwell and Heaviside believed that the 
current entering a capacitor plate 
became trapped and had nowhere to go. 
Writers on the subject must be glad 
that such a sneaky route between B and 
C for real current did not declare 
Itself, since they say that the brill­
iant postulation of displacement 
current led to the postulation by 
Maxwell of waves in space. One text 
book writer, for Instance, said,
"Without [displacement current] there 
would be no electromagnetic radiation, 
and the greatest part of the remainder 
of this book would have to be omitted. ” 
(J D Jackson, Professor of Physics, 
University of California, Berkeley, 
in his CLASSICAL ELECTRODYNAMICS, 
pub. Wiley, page 216.)

Meanwhile, even as Maxwell 'was 
contemplating the ethereal displacement 
current, practical engineers were 
inventing and building wired telegraph
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systems. The distortion of signals trav­
elling long distances was bad, and was 
thought to be due to the fact that the 
capacitance of the telegraph wired had 
to be charged up through the resistance 
of the wires, resulting in an RC time 
constant which attenuated different 
frequencies differently. As late as 1910 
virtually all electricians (including 
to some extent Lord Kelvin) did not 
accept Oliver Heaviside's claim that a 
telegraph wire had distributed inductance 
as well as capacitance, and that if only 
this inductance were increased by the 
addition of periodic loading coils, 
distortion-free transmission over long 
distances could be achieved.

It was important for Heaviside to 
encourage a sensible approach to the 
characteristic impedance of telegraph 
lines, because the practical payoff in 
telegraphy and telephony would be immense. 
(This misunderstanding delayed the 
general introduction of telephones for 
twenty years.) This practical payoff 
would be best achieved by arguing that 
signals travelling down (between) 
telegraph lines were undistorted TEM 
and similar to the waves in space disc­
overed by Hertz in 1887, twenty years
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before, and previously postulated by 
Maxwell as one implication of his 
proposed displacement current.

It was important for Heaviside not 
to rock the boat he was trying to ride, 
the boat of Maxwell's E-M theory. So 
it would have been injudicious for 
Heaviside to question the concept of 
displacement current, and he never did.

The essence of the concept of a 
transverse electromagnetic wave, TEM, 
is that nothing - field, flux or 
current, flows laterally across the 
surface of the wave front. The analogy 
is the Severn Bore, where we see a 
single step of water rushing up the 
Severn. Everything ahead of the step 
is steady, and everything behind the 
step is steady. There is no lateral, 
sideways flow. In the electromagnetic 
case, the idea of a lateral flow of 
current across the face of a TEM step 
is absurd, and would result in a 
longitudinal magnetic field; the step 
would "get ahead of itself". Further, 
since the step travels forward at the 
speed of light, 1 / , any lateral
flow would cause embarassment by 
travelling even faster, in the same way 
that when you walk across inside a
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aoving train, by Pythagoras' Theorem, 
you are travelling faster than the train.

Now although in the case of a 
capacitor, displacement current needed 
to be regarded as just like a real 
current, for instance causing a magnetic 
field; in the case of the D flux at the 
front of a step of TEM ( E x H ) energy 
current travelling down a telegraph 
line, the displacement clearly must not 
behave like a real current - for instance 
by creating a magnetic field which would 
reach out ahead of the wave front and 
ruin its TEM nature.

Maxwell and later Heaviside did not 
notice the discrepancy in the require­
ments of displacement current; that in 
a capacitor it must act like a real 
current but in a transmission line it 
must not; because neither of them knew 
that a capacitor is no more nor less 
than a transmission line. This is even 
today known by very few scientists. 
Maxwell, along with today's text book 
writers (e.g. J H Fewkes and Yarvood, 
ELECTRICITY AND MAGNETISM VOL 1,
London; University Tutorial Press 1956, 
page 505; also B.I. Bleaney and Bleaney, 
ELECTRICITY AND MAGNETISM 2nd Edn,
Oxford; Clarendon 1965, page 258)
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believed that the displacement current 
dD/dt travelling across between the 
plates of a capacitor BC was uniformly 
distributed, and it is only very 
recently that it has been pointed out 
that the flow of current and field in 
a capacitor is identical with that in 
a transmission line; that the field 
aoves out from the capacitor's leads 
as if they were links to one end of 
a transmission line. So the discrepancy 
could not become apparent.

f 7 * *  . «

a 5 ; b * 0  0  0  0
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A serious difficulty for Displacement 
Current arises when we realize that Che 
two plates BB', CC' are a transmission 
line. We know Chat the current i travel­
ling down to B from A then flows out 
sideways from B along the capacitor plate 
BB'. This route, along the capacitor 
plates, is the sneaky "back door" route 
Chat Maxwell failed to notice, and every­
one has followed his lead.

In a transmission line, everyone 
agrees that the current i entering the 
line at B leaves B by flowing along the 
line BB1. No displacement current dD/dt 
between the lines is needed for us to 
retain the doctrine of conservation of 
charge and conservation of current. In 
fact, if this dD/dt were regarded as
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current, far from saving the doctrine, 
it would destroy it, because now more 
current ( i + dD/dt ) would be leaving 
the first section of the plate BB' 
than was entering it. The last sentence 
is difficult to grasp; no matter, since 
it is easy to see, and sufficient to 
see, that if i enters B from A and i 
leaves B along BB', continuity of 
current is preserved without our having 
to postulate displacement current.

"But surely we cannot Just drop 
displacement current when for a 
century every guru has been 
protesting that it is the found­
ation of our craft? (e.g. L 
Solymar, LECTURES ON ELECTROMAG­
NETIC THEORY, OUP, page 6; also 
J D Jackson, CLASSICAL ELECTRO­
DYNAMICS, Viley, page 218;). Every 
expert says that 'Maxwell's leap 
of genius' in proposing displace­
ment current was what got the 
subject going - leading to Hertz's 
discovery of waves in space, for 
instance."

The answer lies hidden in Heaviside's 
magnificent, regal statement, "We 
reverse this." We quote the full 
paragraph on page 120.

The discrediting of Displacement
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Current merely makes Heaviside's "We 
reverse this" mandatory. It means that 
the field must be the cause and electric 
current an effect, rather than (as Maxwell 
thought) the other way round.

If we keep to "Theory H" (page 121), 
the theory that the field E x H, travel­
ling along between the wires at the 
speed of light - what Heaviside called 
the "energy current", is the cause, then 
electric charge and electric current are 
merely what define the edge of an energy 
current. If electric current is that 
which defines the side of an energy 
current, then we may with equal justifi­
cation postulate "Displacement Current" 
as that which defines the front face of 
a step of energy current. Under "Theory 
H", Maxwell's 'leap of genius' (when he 
postulated displacement current and 
thence waves in space) becomes tautolog­
ical; "Because a wave in space if it 
existed would have to have a front face 
(displacement current), then I propose 
such a front face and therefore I pro­
pose waves in space."

Maxwell would have saved us from a 
century of confusion if he had had 
enough insight to say, "Since circuits 
containing capacitors, that is, open
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circuits, work, it follows that the 
essence of electromagnetics cannot be 
electric current in closed circuits 
of conductors; it must be something 
else. What about waves in space?"
Heaviside, seventy years later, missed 
the key point by a whisker. He failed, but 
but he failed gloriously. He never 
discovered the bad apple in the barrel, 
Displacement Current.
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OSCILLOSCOPES FOR DIGITAL MEASUREMENT

The oscilloscope is still the most 
commonly used signal analysis instru­
ment available to the digital elgineer. 
It is therefore relevant to consider 
its use carefully so that the maximum 
amount of information can be obtained 
from the display. The applications of 
the oscilloscope for digital signal 
analysis fall into two main categories:
(i) Checking the timing relationships
of digital signals to verify the correct 
operation of the logic system.
(ii) Measurement of noise levels, 
checking clock edges, risetime measure­
ments etc.

For application (1), an oscilloscope 
with bandwidth in the range SO - 100 MHz 
(risetime 8 - 4  nsec.) will usually 
suffice, whereas applications in the 
second group usually call for a higher 
bandwidth and may require the use of a 
sampling oscilloscope (typical bandwidth 
1 GHz; 350 psec risetime).

The engineer can usually assume that 
the oscilloscope itself is giving a 
reasonably accurate picture of the signal 
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(subject to rise time limitations) which 
is presented to its input. In the authors' 
experience, the chief problem is assoc­
iated with the means for conveying the 
signal from the circuit under test to 
the input of the oscilloscope. This 
brings us to the subject of probes.

HIGH IMPEDANCE PROBES

By far the most common type of osci- 
lloscopo probe is the high impedance 
10 : 1 probe. This is designed to feed 
into a standard 1 Mohm oscilloscope 
input; the circuit is shown in the 
figure on the next page.

The basic principle of operation can 
be understood by noting that resistors R1 
and R2 provide a 10 : 1 attenuator for 
signals at low frequencies where the 
effects of the various capacitances are 
negligible. At high greauencies, Cl 
together with Cc (cable capacitance),
C2 (trimmer capacitor) and Cs (oscill­
oscope input capacitance) form a 
capacitive divider. Since capacitive 
reactance at frequency U) is given by
Z - 1/ w»C we have,

_5i_ . zci 
32 ~

266 +  C2 +  C . )



C.A.M 267



i.e. HI Cc + C2 + Cs

R2 Cl
In practice, C2 is adjusted until 

this condition obtains. The normal 
method is to observe a square wave 
signal and adjust C2 for zero under­
shoot and overshoot.

It will be noted that the theory o£ 
operation rests on the assumption that 
the cable capacitance can be treated 
as a lumped component. Once the trans­
ition t me of a step along the cable 
connecting signal to oscilloscope 
becomes longer than the risetime of 
the step, this assumption breaks down 
and distortions of the pulse edge will 
be fed to the oscilloscope.

Various 'dodges* such as the replace­
ment of the cable core by resistive 
wire have been employed although, 
obviously, they caxmot be entirely 
successful since the whole theory of 
operation of the device is based on a 
fiction.

In addition to the above mentioned 
drawback the 10 x 1 high impedance 
probe has an even more serious 
deficiency; it is extremely prone to
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pickup by virtue(?) of its high imped­
ance. The user can easily convince 
himself of this by means of the follow­
ing simple test.

Usa the ground lead of the probe to 
ground the probe tip so that the whole 
probe assembly forms a loop of 4" to 
6" diameter, then place the 'loop' 
near to an operating digital board. 
Spikes will be observed on the oscill­
oscope. It transpires that any signal 
which is now injected between the probe 
tip and ground lead will be in series 
with this direct pickup; thus the dis­
play on the screen will be a composite 
of the signal under study plus spurious 
noise. It should be clear by now that 
this makes it impossible to tell which 
of the features of the displayed signal 
are in fact genuine, and that the use­
fulness of the high impedance probe to 
the logic engineer should be seriously 
questioned.

The high impedance probe originated 
in the days of valve technology when 
the high impedances of the circuitry 
used (up to Megohms) called for very 
high impedance measuring devices. In 
high speed logic, impedance levels 
are drastically lower, of necessity,
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and hence the high impedance probe has 
ceased Co be required. It should be 
allowed Co slumber in peace, its raison 
d'etre having been removed.

LOW IMPEDANCE PROBES

The correct probe to be used for high 
speed digital signals is the low imped­
ance probe which will be described in 
this section. It makes use of the follow­
ing simple principle. Any resistor, R, 
in a circuit may be replaced by a trans­
mission line of any length but of 
impedance Z - R terminated in resistance 
R. This will cause no perturbation in 
the circuit, and will allow the signal 
which would have appeared across R to be 
observed romotcly. The only penalty to 
bo paid is the time delay necessary for 
the signal to propagate along the length 
of transmission line. In practice this 
is no disadvantage; it simply means that 
when a number of points are being observed, 
equal lengths of transmission line should 
be employed. The diagrams onathe next page 
explain the principle.

The emitter load resistor in the first 
circuit has been replaced by a 50 ohm 
co-ax terminated in SO ohms and tha signal
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across the 50 ohm resistor is displayed 
at the oscilloscope.

This technique is easily extended to 
values of resistor higher than 50 ohms 
as shown in the next diagram, where the 
correct 2 Kohm resistor is effectively 
replaced by 1,950 ohms in series with 
50 ohms. The signal displayed by the 
oscilloscope is 1/40 th of that which 
would appear across the 2 Kohm resistor.

It is possible to use this technique 
to provide built in probe points which 
lead to co-axial sockets which normally 
carry 50 ohm terminators. In order to 
observe any of these signals, all that 
is necessary is to remove the terminator 
and couple to the 50 ohm input of the 
oscilloscope with 50 ohm co-ax.



So far, we have not discussed a probe 
as such, but rather oscilloscope conn­
ection techniques* Zt is simple, however, 
to build a probe based on the princ­
iples just described, see diagram on 
the next page. In order to minimise 
loading of the circuit under observ­
ation, Rl should be made as high as 
possible considering the noise level 
of the oscilloscope in use.

The wire ends of the probe must be 
kept as short as possible end ideally 
they should be soldered to the circuit 
under test. In practice this is not 
convenient, but miniature prodcllps 
(ezi-hook) can be fitted. These are 
only about t inches long, and the wire 
leads should not exceed about 1 inch 
long.

If the oscilloscope used does not 
have a 50 ohm input, a 50 ohm termin­
ator should be used between the co-ax 
cable and the oscilloscope.

GROUNDING OF PROBES

Whatever type of probe is in use, 
it is essential that its ground lead 
be connected as close as possible to 
the circuit point under observation.
Where more than one probe is in use,
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this rule should be observed for" each 
probe.

I N S U L A T I N G  S H E A T H
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LOOKING AT VERY FAST DIGITAL SIGNALS

When looking at fast ( I nsec.) ECL 
signals, the available passive probes, 
although they have a satisfactory resp­
onse, have either too high attenuation,
( 100X for a 5 Kohm passive probe), or 
else load the signal too heavily 
( 500 ohms for a 10X probe). The proper 
passive probe to look at fast ECL 
signals is a 25X 1250 ohms probe, which 
reduces the 800 mvolt signal to a still 
acceptable 32 mvolts which can easily 
be seen above the 4 mvolts or so or 
noise in a typical sampling oscilloscope.

Unfortunately, no manufacturer seems 
willing to make a 25X passive probe. 
However, it is quite easy to make one 
by soldering a 1,200 ohm resistor onto 
the end of the inner conductor of a 
length of solid 50 ohm coax cable. For 
best response, a miniature 1,200 ohm 
resistor should be buried in the end of 
the coax dielectric. A better response 
than that of Tektronix passive probes 
can easily be achieved.

Traditionally, a probe has been 
regarded as presenting a resistive load 
plus a small parallel capacitance of a 
few picofarads. However, the home made
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probe drawn opposite will look like a 
purely railitlv* load o£ 1,250 ohms.
For Schottky TTL one can use a 10X 
probe coDCsinlng a aeries resistor of 
450 ohms with the coaxial cable perfect­
ly terminated In its characteristic 
impedance o£ 50 ohms. However, as the 
voltage level of TTL is relatively large, 
a 25X probe would be more than adequate. 
This type of probe Is by far the best 
when looking at, for example, noise on 
power rails. Conventional high impedance 
probes < 10 megohms Input impedance) 
tend to behave like aerials and are not 
suitable.
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GATING OF ASYNCHRONOUS LOGIC SIGNALS

"The Glitch" is one of the key 
problems which face a designer of 
digital systems. Unfortunately, it is 
completely ignored in the literature, 
both in books and journals, with the 
result that engineers by the thousand 
fall into the trap, designing and
building systems which fail.

There is a fundamental problem, or 
barrier, Involved when one module 
tries to communicate with another 
independent module. In this context, 
"Independent" means that the second 
nodule is not synchronised with the
first, and also that it is doing other
things at the moment when the commun­
ication is attempted, and not merely 
waiting for the communication. (If it 
were waiting, it would be a slave 
module rather than an Independent
module).

The best way to explain the problem 
is by way of analogy. Consider a woman 
sitting in the living room of a house 
having two doors, front and hack, and 
likewise two doorbells. She has two 
pat doorbell rules which art simply
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these: I) She doesn't answer a'door­
bell that hasn't been rung. 2) She 
answers the first doorbell she hears. 
The solution works as long as the 
milkman and the postman don't come at 
the same time. Having foreseen this 
event might occur one day, she made 
the arbitrary decision that should 
they both ring at the same time, she 
would give priority to the front door. 
Content in the knowledge that she has 
solved her problem, she waits in the 
living room for the doorbell to ring. 
One formidable day, the postman and 
the milkman both decide to deliver, 
at exactly the same time. However, as 
fate may have it, the milkman's finger 
reaches the back doorbell just a 
millisecond or two before the post­
man's finger reaches the front door­
bell. Now the poor lady of the house 
is fraught with indecision. It 
appears that two milliseconds is on 
the threshold of her ability to dist­
inguish between simultaneous events 
and non - simultaneous events. She 
can not decide whether the back door 
rang first, or whether they both rang 
at the same time.

The postman and the milkman, both

282 C .A .M



being very busy men (i.e. having more 
than one delivery to make ), cannot 
wait an arbitrarily long time for this 
lady to make up her mind. They are 
somewhat indifferent as to which she 
answers first, just as long as she 
makes up her mind. But there she sits, 
steadfastly adhering to her rule, and
unable to resolve which of the two
events occured; simultaneously, or 
non-simultaneously. Hence, this path­
ological event causes her system to 
"hang up".

Being a resourceful individual, she 
devises a means of making an arbitrary 
decision in such a circumstance. Her 
new rule was, when in doubt flip a 
coin, and abide by the outcome of the 
coin toss. However clever this may 
have seemed to her, in so doing she
has inadvertently complicated, and not 
cured, the essential difficulty, for 
now she has to decide when she is in 
doubt and when she isn't (i.e. when to 
use the coin and when not to). Thus, 
on that pathological Monday, we find 
the postman and the milkman, each at 
his respective door with the poor 
frustrated lady trying to decide
whether or not to use the coin.
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T h e  p o o r  l a d y  k e e p s  t r y i n g  t o

c h a n g e  t h e  r u l e s ,  h o p i n g  t h a t  t h e r e

w i l l  b e  s o m e  m a g i c  f o r m u l a  t h a t  w i l l

n o t  h a n g  h e r  u p  i n  d e c i s i o n ,  b u t  e a c h  

t i m e  h e r  e f f o r t s  a r e  f r u s t r a t e d .  T h e  

p o i n t  o f  t h e  s t o r y  i s  t h a t  r e g a r d l e s s  
o f  t h e  s e t  o f  r u l e s  t h a t  a r e  m a d e  t o  

r e s o l v e  a l l  p o s s i b l e  c a s e s  o f  t w o  

i n d e p e n d e n t  e v e n t s  i n t o  o n e  o f  t w o  

g r o u p s ,  t h e r e  i s  a l w a y s  a  p a t h o l o g i c a l  

c a s e  t h a t  w i l l  " h a n g  u p "  y o u r  s y s t e m  

f o r  a n  a r b i t r a r i l y  l o n g  t i m e .

A s  a n o t h e r  e x a m p l e ,  l e t  u s  c o n s i d e r  

a  c a r  d r i v e r  a p p r o a c h i n g  s o m e  g r e e n  

t r a f f i c  l i g h t s .  I f  t h e y  c h a n g e  t o  r e d  

w h e n  h e  i s  v e r y  c l o s e  t o  t h e m ,  h e  w i l l  

i g n o r e  t h e m  a n d  c o n t i n u e  o n  h i s  w a y .

I f  o n  t h e  o t h e r  h a n d  t h e y  - c h a n g e  t o  

r e d  w h i l e  h e  i s  s t i l l  f a r  e n o u g h  a w a y  

t o  s t o p  e a s i l y ,  h e  w i l l  s t o p .  I n  t h e s e  

t w o  c a s e s  t h e r e ' s  n o  p r o b l e m .  H o w e v e r ,  

i f  t h e  l i g h t s  c h a n g e  w h e n  h e  i s  r a t h e r  

n e a r  y e t  n o t  v e r y  n e a r ,  t h e  d r i v e r  h a s  

t o  m a k e  a  d i f f i c u l t  d e c i s i o n  a s  t o  

w h e t h e r  t o  s t o p  o r  t o  c o n t i n u e .

T h e  h u m a n  s e t s  a  t h r e s h o l d * ,  p e r h a p s  

t h i r t y  y a r d s  a h e a d  o f  t h e  l i g h t s .  I f  

t h e  l i g h t s  c h a n g e  b e f o r e  h e  r e a c h e s  

t h i s  p o i n t  h e  w i l l  s t o p .  I f  t h e y  

c h a n g e  a f t e r  h e  h a s  p a s s e d  t h i s  p o i n t .
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he will carry on. But supposing the 
lights change when he is only one yard 
past the threshold when the lights 
change. After a little consideration 
he will continue without stopping. 
However, imagine he is only six inches 
past the threshold when the lights 
change. In this case he will take more 
time to consider the matter in detail, 
making up his mind that he was over 
the threshold when the lights changed, 
carrying on accordingly. If he were 
only one inch past the threshold when 
the lights changed, he would be unable 
to decide whether to stop or not, for 
he would not be able to judge such 
a short distance.

We have arrived at a dilemma. The 
driver has a set threshold, a point 
thirty yards ahead of the lights, and 
has decided that he will stop if, and 
only if, the lights change before he 
reaches this point. The dileooa arises 
on the rare occasions when the lights 
change at a moment when he is so close 
to the threshold that he has difficul­
ty deciding whether he has passed it 
or not

In on attempt to evade the problem 
the driver devises a third category.
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Ondcr his new system, he categorises 
the events as follows:

1) Lights change when he is a  long 
distance from them*

2) Lights change when he is close 
to the thirty yard threshold.

3) Lights change when he is a  short 
distance from them.

He will decide to stop in all cases 
which fall into category (1) and con­
tinue in all cases which fall into 
category (3). This lsaves the diffi­
cult cases, those which fall into 
category (2).

Let us suppose that he decides to 
stop for all casos in category (2). We 
see that a crucial decision now arises 
in the case of events which are close 
to the borderline between categories
(2) and (3), perhaps at a distance of 
twenty yards from the lights. All he 
has done is to move the original 
threshold from thirty to twenty yards 
from the lights* The problem remains*

Another way to try to resolve the 
situation is to say that the driver 
will endeavour to judge whether or not 
he is past the threshold when the 
lights change, however small the dis­
tance may be.
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This is inf act the nearest he will 
ever come to a solution. The only 
difficulty is that on those rare 
occasions when the lights change when 
he is near the threshold it will take 
him a long time to judge the split 
second in timing and distance. He will 
leave the information in his brain and 
mull it over (i.e. amplify it) and 
after what for the co-driver can be a 
frighteningly long time he will make 
his decision. On these rare occasions, 
he will half apply his breaks and then 
release them or apply them fully. In 
the worse cases of all, he will half 
apply his breaks for a very long time, 
and on some of these rare occasions he 
will end up in hospital or in the 
morgue. We dismiss such casualties to 
statistical probability as bad drivers 
and continue in our own righteous, 
statistically more fortunate way.

THEORETICAL ANALYSIS
Consider the diagram on page 288. 

Suppose that B is an asynchronous 
signal, entering some logic with clock 
A, and it is brought into synchroniza­
tion by ANDing (A.B). There is a sta-
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tistical probability that chaos will 
result, as indicated in the special 
case in the diagram. For example, line 
G slight indicate that data transfer 
had taken place at time tj, although 
line H only enabled the transfer to 
take place at time t*.

A first (insufficient) step is to 
make C drive a bistable, as in the 
diagram on page 290. However, there is 
still a smaller possibility that chaos 
will result, as indicated by the
special case in this diagram, because 
the flip-flop may enter its metastable 
(half - set) state for an extended 
period of time. As a result, the sys­
tem will still get out of step.

The gating of asynchronous signals 
will carry a statistical chance of 
logical failure, because it carries 
with it the risk of the appearance of 
a half - amplitude, half-true logic 
signal. The intermittent failure
resulting is more serious than a
catastrophic failure, because it in­
troduces undetected errors

The following is a description of 
how to reduce the failure rate to
acceptable proportions. A good rule of 
thumb for acceptable failure rate for
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a logical circuit is one failure in 
about 1000 days, or thraa years.

The diagram on page 292 shows a 
circuit. (A.B) tries to set FF1 at 
time t t • At time t*, after a delay of 
length t, the output of FF1 is intent* 
ogated, and it is hoped that FF1 will 
by that time have left its metastable 
state and returned to one of its 
stable states, so Chat during one of 
the clocks E, FF2 will be set unambi­
guously. The probability that at time 
12, FF1 will still be metastable and, 
therefore, that a failure will occur 
in spite of its protective circuitry, 
is computed later in this chapter. It 
is easy to make this probability 
acceptably low. Unfortunately, the 
time (tg-tf) lost in the process is 
uncomfortably large•
DISCUSSION OF THE METASTABLE STATE

The diagram on page 293 shows the 
transfer characteristics of two halves 
of a bistable. The transfer character­
istic for the second half is drawn in 
the second and fourth quadrants. The 
letter M  shows the metastable state. 
The bistable can continue indefinitely 
in this state; this is possible even
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in a noisy environment. There is a  

certain pattern of random noise which 
will alternatively move the bistable 
to one side and the other of its meta­
stable state, but not far enough for 
it to move to one of its two stable 
states.It i s  possible for the b i s t a b l e  to 
continue indefinitely in i t s  m e t a ­

stable state if the transfer c h a r a c t ­

eristics of tha two halves o f  t h e  

bistable differ. The d i a g r a m  on p a g e  

295 shows the case where the f i r s t  

half of the bistable has a l o w  t h r e s ­

hold and the second half has a h i g h  

threshold. The me testable state i s  

where the two curves intersect.
The dotted line in the diagram on 

page 293 shows the case when the s p i k e  

C in the previous diagram has pushed 
the bistable near to its metastable 
state - in this case, slightly further 
than the metastable state. We can see 
tha events that follow by going 
counter-clockwise, starting with the 
first quadrant. Zn this case the 
bistable gots out of the transition 
region i n  a  time 2d, or twice round 
the loop in the bistable.

The practical case of a metastable
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state will be more c o m p l e x  than the 
steady - state picture d e s c r i b e d  p r e ­
viously. In p r a c t i c e , the metastable 
state might be represented by an 
oscillation of the bistable outputs 
about a mean level represented by the 
steady metastable s t a t s •

CALCULATION OF THE FAILURE RATE
In the diagram on page 292, let us 

assume that the number of times per 
second that B goes true (and therefore 
there is a chance of failure) is f q • A 
reasonable figure for f w h e n  m u l t i ­
plexing data transfers from a  n u m b e r  
of tape stations into a computer would 
be 10*.

If we are considering a  three-year 
period (about 10* seconds), then the 
number of times B goes true is about 
10*fB . If we allow one failure during 
this time, we allow a  failure probab­
ility of l/10*fB .

The first bistable is driven into 
its metastable state if the width of 
the spike occuring at C at time tt is 
less than the delay around the loop in 
bistable FF1. If the transistor fre­
quency bandwidth is F, then the delay 
around the bistable will be approxi­
mately 10/F seconds
2 96 C .A .M



If B goes positive f times per 
second and f^F, then the proportion of 
times that the trailing edge of A 
catches B and generates a spike is:

iQ/r . J-PiA. 
i/fA F

where fA is the frequency of A pulses.
Thus, the number of times in three 

years when a small spike occurs is:

10». 1Q£a  .
o F F

Let us assume that:

^ = Transition region amplitude 
Logie swing

Then R represents the proportion of 
the small spikes which will be of such 
amplitude as to partly succeed in set­
ting bistable FF1, and so FF1 enters 
its metastable state - (10qfAfsR)/F 
times in three years.

We now have the picture of a 
roughly half-sized pulse recirculating 
around the feedback loop of the
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b i s  c a b l e  F F 1 .  W e  m a y  a s s u m e  t h a t '  t h e r e  
I s  a  r e g u l a r  d i s t r i b u t i o n  o f  a m p l i ­

t u d e s  a m o n g  t h e s e  p u l s e s ,  s t a r t i n g  

w i t h  s m a l l  o n e s  w h i c h  J u s t  g e t  I n t o  
t h e  t r a n s i t i o n  r e g i o n ,  t h r o u g h  p u l s e s  

n e a r l y  h a l f - w a y  t h r o u g h  t h e  t r a n s i t i o n  

r e g i o n ,  t o  l a r g e  p u l s e s  w h i c h  a r e  o n l y  
J u s t  b e l o w  t h e  t o p  o f  t h e  t r a n s i t i o n  

r e g i o n .
E a c h  t i n e  t h i s  p u l s e  p a s s e s  a r o u n d  

t h e  l o o p ,  i t  i s  a m p l i f i e d  t w i c e .  I f  
t h e  a m p l i f i c a t i o n  i n  e a c h  h a l f  o f  t h e  

b i s t a b l e  l a  / 3 ,  t h e  a m p l i f i c a t i o n  

a r o u n d  t h e  l o o p  i s  /3a .  I n  o n e  t r i p  
a r o u n d  t h e  l o o p ,  a  n u m b e r  o f  p u l s e s  

w i l l  d r o p  o u t  o f  t h e  t r a n s i t i o n  

r e g i o n .  A f t e r  a  t r i p e  a r o u n d  t h e  l o o p ,  
t h e  n u m b e r  o f  p u l s e s  s t i l l  w i t h i n  t h e  

t r a n s i t i o n  r s g l o n  w i l l  d e c r e a s e  b y  a  
f a c t o r  ( l / / l ) H

N o w  w e  o u s t  w a i t  s o  l o n g  t h a t  o n l y  
o n e  p u l s e  r e m a i n s  I n  t h e  t r a n s i t i o n  
r s g l o n  d u r i n g  t h r e e  y e a r s .  T h i s  m e a n s

t h a t :

T h e r e f o r e ,  t h e  n u m b e r  o f  t i m e s  t h a t  
t h e  p u l s e  m u s t  b e  a l l o w e d  t o  c i r c u l a t e
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ro u n d  th e  lo o p  i s :

K  -  %  lQg(10fcf»R/F) 
* log/9

The time t In the diagram on page 
292 ■ nd where d is the delay around 
the loop of the bistable.

Example:
As an example, let us substitute 

the following values into the formula: 
Number of times per second that 

signal B arrives - frequency of B •

frequency of A  - 
f* -  10*.

Transition width R ./ln
Signal logic swing K A/

Frequency bandwidth of transistors ■
F = 101

Cain of one half of the bistable ■ 
P  - 5.

Delay around the bistable ■
d  = 10/F - 10ns. Then:

lo g  5
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For more recent discussion and references, see:
L.R. Marino, "The Effect of Asynchron­
ous Inputs on Sequential Network 
Reliability,n IEEE Trans. Comput., vol 
C-26, No. II, pp 1082-1090, Nov. 1977

See alao the same Journal, T J Chaney and 
also B O Vozaald, vol C-28, Bo. 10, pp 802- 804, Oot. 1979

The story of the postman a n d  the 
milkman was written by Warren 
Littlefield and Thomas Chaney, 
Washington University, St. Louis, in 
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The second half of this chapter was 
published previously.

Copyright ©  1966 by the Institute of 
Electrical and Electronics Engineers, 
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CHOICE OF TYPE OF LOGIC SYMBOLS

The primary aim in a logic diagram 
is to help someone trying to understand 
it, and logic diagrams should be engin­
eered towards that end. From this point 
of view, it is first necessary to decide 
whether a block of logic is primarily

(a) a large electrical circuit made 
up of smaller circuits, many of which 
are identical, connected together 
according to broadly defined rules, or
(b) a  large logic function which 
sequences through csrtaln states in 
response to external stimuli, and 
whose outputs control other units.
It turns out that (b) is a bettor

description of the fundamental nature 
of a block of logic, and that for the 
person trying to understand it, it is 
better to stress the logical function 
rather than the electrical nature of 
the circuits. It follows that whether 
a logic signal indicates "true" rather 
than "false", "active" rather than 
"passive", or a "one" rather than a " 
"zero", is generally more important
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than its electrical level.
In discrete logic circuitry, it was 

easier (using diodes followed by an 
amplifying tube or transistor) to engin­
eer AND-INVERT and OR-INVERT gates rather 
than straight AND and OR logic functions. 
From this engineering fact developed the 
theory that AND, OR and INVERT were the 
basic logic functions, and that since 
AND-INVERT and OR-INVERT each had two 
of these functions, they were regarded 
as more powerful than AND and OR. Thus 
the technical reason for using inverting 
gates was transmuted into a theoretical 
one, and we can expect our logic signals 
to continue to experience repeated 
inversion as they go through a block of 
logic, so that, for example, a piece of 
logic may generate the output signal 
"There is not not not not a parity failure" 
rather than the more somple signal -- 
"There is is is is a parity failure".

To overcome the confusions resulting 
from numerous cascaded inversions of 
logic signals, the American Military 
Standard (and also the inferior ASA 
standard) system for logic diagrams 
makes it possible to state the logical 
significance of a signal (true or false, 
one or zero,) r e g a r d l e s s  of its
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e l e c t r i c a l  p o l a r i t y ,  t h u s  i m p l y i n g  t h a t  

a  b l o c k  o f  l o g i c  i s  p r i m a r i l y  a s  d e s c r ­

i b e d  i n  ( b )  a b o v e .  I n  c o n t r a s t ,  t h e  

B r i t i s h  S t a n d a r d  a d h e r e s  t o  v i e w  ( a ) ,  

a n d  e m p h a s i s e s  t h e  e l e c t r i c a l  p h y s i c a l  

r e a l i t y  o f  a  b l o c k  o f  l o g i c  a t  t h e  

e x p e n s e  o f  s o m e  l o s s  o f  c l a r i t y  i n  

d e s c r i b i n g  i t s  l o g i c a l  p e r f o r m a n c e .

W h e n  c h o o s i n g  a  s e t  o f  l o g i c  s y m b o l s ,  

t h e  f i r s t  d e c i s i o n  t o  b e  m a d e  i s  b e t w e e n

( a )  a n d  ( b ) .  I n  g e n e r a l ,  t h o s e  w i t h  

e x p e r i e n c e  o n l y  i n  ( a )  f a v o u r  ( a ) ,  a n d  

t h o s e  w i t h  e x p e r i e n c e  o n l y  i n  ( b )  f a v o u r

( b ) .  H o w e v e r ,  i t  i s  n o t i c e a b l e  t h a t  

t h o s e  w i t h  e x p e r i e n c e  i n  b o t h  ( a )  a n d  

( b )  a l m o s t  u n i v e r s a l l y  f a v o u r  ( b ) ,  a  

m e t h o d  o f  n o t a t i o n  w h e r e  t h e  l o g i c a l  

f u n c t i o n  i s  k e p t  t o  t h e  f o r e  r a t h e r  t h a n  

t h e  e l e c t r i c a l  r e a l i t y .

L o g i c  d i a g r a m s  o f  t y p e  ( b )  r u n  i n t o  

i m a e d l a t e  d i f f i c u l t y  s i n c e  t h e  s a m e  

e l e c t r i c a l  c i r c u i t  c a n  p e r f o r m  a n  A N D  

f u n c t i o n  f o r  p o s i t i v e  g o i n g  s i g n a l s  a n d  

a n  O R  f u n c t i o n  f o r  n e g a t i v e  g o i n g  s i g n a l s .  

( I f  a  g a t e  o u t p u t s  a  p o s i t i v e  l e v e l  w h e n  

b o t h  i t s  i n p u t s  A  A N D  B  a r e  p o s i t i v e ,  

s o  a c t i n g  a s  a n  A N D  g a t e ,  t h e n  i t  f o l l o w s  
t h a t  i t  o u t p u t s  a  n e g a t i v e  l e v e l  i f  

e i t h e r  i t s  i n p u t  A  O R  i t s  i n p u t  B  i s  

n e g a t i v e ,  s o  t h a t  f o r  n e g a t i v e  t r u e
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signals It acts as an OR gate. This is 
De Morgan9s theorem.) The question 
arises whether such a gats should bs 
drawn as an AND gate or an OR gate. To 
solve this dilemma, the logic diagrams 
of type (b) have two different ways of 
describing such a  gate, on# to denote 
AND and the other to denote OR. The 
idea of having two ways of describing 
the same thing horrifies some purists, 
but is well worth while in practice.

In the American Mil. Std. system of 
logic symbols, any logic gate can be 
drawn either as an OR, as follows

or as an AND, as follows
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to suit the feeling of the designer as 
to the nature of the function performed.

The fact that a  signal entering or 
leaving a logic gate is negative going 
is indicated by a circle, so that (for 
instance) a gate which outputs a negative 
level if its input A  is positive OR its 
input B is positive can be drawn as 
follows

(This is commonly called a NOR gate.) 
However, since the same gate could 
equally well be eald to have a positive 
output if both inputs A AND B are 
negative, it can also be represented as 
follows
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Choice of symbol deponds on whether 
the designer believes the logic gate is 
performing an AND or an OR function.
Now generally, the logic designer 
thinks in terms of signals which are 
true and false, active and inactive, 
ones and zeros, rather than electrically 
positive and negative, and so it will 
turn out that logic interconnections in 
a diagram tend to have either circles 
at both ends or no circles et ell, 
depending on whether the designer is 
thinking of the line being true, active 
or value one in the electrically low or 
in the electrically high state.

Someone studying the logic can then 
Ignore electrical polarity and merely 
follow the path of a logic signal 
remembering whether it is true or false. 
It would be ideal if every line in a set 
of logic diagrams were one of two kinds, 
those with no circles and those with 
circles at both (or every) end. 
Unfortunately, this is an unachievable 
ideal, and some lines will remain with 
a circle at one end and not at the other. 
The number of such lines should bekept 
to a  minimum, and can usually be reduced 
to only two or three in a system.
(It will be found that the attempt to
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EASE OF DRAWING

The U.S. Mil. Std. shapes are 
difficult to draw. Use of a  template 
only solves the problem to a degree, be 
because the number of sixes of symbols 
that can be drawn is restricted.

CROSS REFERENCING

U.S. Mil. Std. 806B has a very fine 
system of cross referencing, and is to 
be strongly recommended.

While designing and drawing logic, 
it is invaluable to apply the discipline 
that whenever a  signal is used as a 
logic input from another page, two way 
cross referenelng to the origin of the 
signal is written in, even on the draft 
design. This cross referencing is like 
an invisible line drawn to link the two 
points; the source of the signal and its 
destination. Every time the designer 
makes a change to his design, he is well 
advised to update the signal cross 
referencing as well. The recommended 
system is where each logic dlAgram has 
lettered grid markings along the top of 
each sheet and numbered grid markings 
down the side. A  logic signal near the
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top left of sheet 3 will then have the 
grid reference 3B2, the letter separating 
the sheet number 3 from the latitude 
grid number 2«

DETAILS OF STANDARDS

The standard recommended here is the 
U.S. MIL-STD-806B, now available only 
from the publishers of this book. Other 
standards mentioned are the American 
ASA Y32.14 - 1962 published by the IEEE, 
345 E 47th St., New York 17, N.Y., and 
also the British Standard BS 530.



ELECTROMAGNETIC THEORY

F o r  h a l f  a  c e n t u r y ,  e l e c t r o n i c s  w a s  

l a r g o  l y  r  e s  t r i e  t o d  t o  r a d i o  t e l e g r a p h y  

o f  a  p a r t i c u l a r  k i n d ,  w h e r e  t h e  t r a n s ­

m i t t e r ,  o r  s e n d e r ,  e x c i t e d  t h e  i n t e r ­

v e n i n g  s p a c e ,  o r  e t h e r ,  s i n u s o i d a l l y  

a t  a  f r e q u e n c y  a t  w h i c h  t h i s  w a s  

f e a s i b l e  w i t h o u t  u s i n g  t o o  m u c h  p o w e r .  

T h i s  e x c i t a t i o n  w a s  c a l l e d  t h e  c a r r i e r .  

T h e  m u c h  l o w e r  f r e q u e n c y  s i g n a l  t o  b e  

c a r r i e d  w a s  a d d e d  b y  a m p l i t u d e  

m o d u l a t i o n  o r  s l i g h t  f r e q u e n c y  

m o d u l a t i o n  o f  t h e  c a r r i e r .  T h e  r e c e i ­

v e r  w o u l d  t h e n  s e p a r a t e  o u t  t h e  s i g n a l  

f r o m  t h e  c a r r i e r .

S i n c e  9 0 %  o f  t h e  a p p l i c a t i o n s  f o r  

e l e c t r o n i c s  w e r e  i n  t h i s  k i n d  o f  r a d i o  

t e l e g r a p h y ,  w r i t e r s  o n  e l e c t r o m a g n e t i c  

t h e o r y  a s s u m e d  t h a t  t h e y  w e r e  t a l k i n g  

o n l y  a b o u t  s i n u s o i d a l  e x c i t a t i o n s ,  

b e c a u s e  n o t h i n g  e l s e  s e e m e d  t o  o c c u r  

i n  p r a c t i c e .  I n  g e n e r a l ,  t h e y  s l i p p e d  

i n  t h e  f r e q u e n c y  t e r m  u  u n a n n o u n c e d  

o n  a b o u t  t h e  t h i r d  p a g e .

T h e  f i r s t  s i g n i f i c a n t  a d v a n c e  

b e y o n d  " s t e a d y  s t a t e  s . h . m . "  e l e c t r o n i c
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engineering probably came with the 
advent of radar in the forties, bat 
this was not a  major change because 
still a pulsed sine wave was used, 
albeit at very high frequency. 
heralded the move away from frequency 
to time, but since it was only a small, 
specialised part of the Industry it 
made little impact on fundamental 
theory•

Another attitude which developed 
from radio telegraphy and which has an 
unfortunate effect on digital system 
design was the feeling that the whole 
electronic art was hazardous, doubtful 
and somewhat magical. A sunspot, 
another transmitter, a  storm which 
damaged the transmitting or receiving 
aerial, or a host of other things could 
disrupt operations. It was all a far 
cry from the computation of pay packets 
or other contemporary applications of 
digital computers, where complete 
reliability is all-important.

Two more factors drove electro­
magnetic theory far away from its later 
digital applications.

1. Fourier Series. Any time varying 
periodic function can be reduced to a 
number of sinusoidal excitations super­
posed. Thus it appeared that it was
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only n e c e s s a r y  to understand a  circuit* a  

response to sinusoidal excitations. 
However, if we try to reduce a  periodic 
series of square pulses to a  family of 
sine waves we find that they are 
infinite in number and the fastest is 
of infinite frequency. In the practical 
case, the transmission of a  single 
step (logic transition from false to 
true) or a  single square pulse, it is 
doubtful if a  Fourier series can be 
devised to replace it. The question of 
whether functions which are not periodic 
can be reduced to a combination of sine 
waves is always avoided. It appears 
that the frequencies of the necessary 
family of sine waves, which are 
Infinite in number, would range from 
zero to infinity. So the original, 
simple, Innocent looking step or pulse 
has been replaced by a  dog* s breakfast 
of sine waves, stretching from minus 
infinity to plus infinity in time and 
ranging from zero to infinity in 
frequency. This is surely a  reductlo 
ad absurdum of the traditional approach 
to electromagnetic theory. Understand­
ing such a  model turns out to be far 
more difficult than the original 
problem, that of understanding the
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effect of one digital step or pulse.
2. Complex Numbers. The fact that a 

alne wave of certain applitude and 
phase can be represented by a complex 
number is so fascinating, and lends 
Itself to so much enjoyable mathemat­
ical manipulation, that everyone finds 
it difficult to give up the complex 
number when they give up sine waves 
completely, and start a new career in 
digital system engineering. Everyone 
tries to take the baggage, the manip­
ulative and mathematical tools and 
techniques which were so useful and 
enjoyable in radio telegraphy and 
thence in college examinations, with 
them into the field of digital system 
engineering, where they have little 
relevance and generate much confusion.

Stripped of its historical encumb­
rances, what electromagnetic theory 
remains to the digital system designer? 
The answer is, very little. We still 
sometimes have recourse to concepts 
grounded in sinusoidal electronics, 
for instance the concept of skin depth, 
but these should be regarded as import­
ations needed to aid continuing weak­
nesses in our theoretical framework, in 
the same way as foreign words are
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o c c a s i o n a l l y  u s e d  I n  s p e e c h  w h e n  t h e  

n a t i v e  l a n g u a g e  l a  l a c k i n g .  T h e  s p e a k e r  

i n  n o  t r a y  c o n s i d e r s  b y  t h i s  d i v e r s i o n  

t h a t  h e  s h o u l d  r e a l l y  b e  s p e a k i n g  t h e  
f o r e i g n  l a n g u a g e ,  o r  t h a t  t h e  f o r e i g n  
l a n g u a g e  i s  s u p e r i o r .  S i m i l a r l y ,  t h e  

d i g i t a l  s y s t e m  e n g i n e e r  s h o u l d  b e  a b l e  

t o  t a k e  a d v a n t a g e  o f  c o n c e p t s  f r o m  t h e  

f o r e i g n  f i e l d  o f  t e l e c o m m u n i c a t i o n  
w i t h o u t  r e m a i n i n g  s u b s e r v i e n t  t o  i t .

T h e  f u n d a m e n t a l  d i g i t a l  w a v e f o r m  i s  
t h e  s t e p ,  a n d  a n y  w a v e f o r m  c a n  b e  m a d e  

u p  f r o m  a  c o m b i n a t i o n  o f  s m a l l  s t e p s ,  

e a c h  h a v i n g  z e r o  r i s e  t i m e .  I f  t h e  
r e s p o n s e  o f  a  l i n e a r  c i r c u i t  t o  s u c h  

a  s t e p  I s  u n d e r s t o o d ,  t h e n  I t s  
r e s p o n s e  t o  a n y  w a v e f o r m  c a n  b e  d e d u c e d  

b y  s u p e r p o s i t i o n .
T h e  r e s p o n s e  t o  a  s t e p  b y  c i r c u i t s  

c o m p r i s i n g  d i s c r e t e  c o m p o n e n t s  i s  w e l l  

u n d e r s t o o d .  T h e  v o l t a g e  w a v e f o r m  
a c r o s s  a  c a p a c i t o r  i n  a n  R - C  c i r c u i t  

o r  a c r o s s  a  r e s i s t o r  i n  a n  L - R  c i r c u i t  
i s  a n  e x p o n e n t i a l  w i t h  a  r i s e  t i m e  
e q u a l  t o  1 / R C  o r  L / R .
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SWITCHING LOADS IN DIGITAL SYSTEMS

Consider a decoupling capacitor AB 
attached to the +5v line BC. Energy 
current is oscillating to and fro in 
the capacitor AB. When it reflects back 
at B, a very small proportion leaks out 
and then oscillates between B and C. At 
the same time, a smaller amount of 
energy current is oscillating to and 
fro between B and C. Each time it 
reflects at B, a small amount leaks 
into the capacitor BA. The line ABC 
appears to be sitting steadily at a 
voltage +5v. In fact, at any point 
along ABC, energy current of amplitude 
+2%v is travelling to the right and a 
second equal amount of energy current

A 8 C  0

—
Z o - a o o a

— s 222—
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is travelling to the left.
Because of the open switch at C, all 

energy current cooing from the left is 
reflected hack towards the left.

Now the logic gate at C changes. The 
switch (pull up transistor) closes, the 
intention being that the long signal 
line CD should rise from Ov to +5v.

Energy current travelling from the 
left to C along a  200 ohm line sees a 
termination of 100 ohms, leading to 
partial reflection and the remainder 
travelling on to the right. From page 83, 
equation (26), the portion reflected is 
given by the formula

«- - _ _ 100 - 200 -
5 • I  5 lOO +  200 -5 . H  V

From equation (27), +5 • %• v  goes 
ahead to the right, half of It into the 
50 ohm resistor and the other half 
(5.%v) travelling down the signal line.

(In due course, this 5.%v will arrive 
at a virtual open circuit at the right 
hand end of the signal line, leading to 
voltage doubling up to 5.%v; well above 
the threshold for a TTL logic gate input •)

The -5.%v reflected from C  towards B 
sees a virtual short circuit at B  and 
Inverts to +5.%v and returns to C, where
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it causes the launching of a  signal 
one third as l a r g e  at ths signal origin­
ally launched. Total ensrgy current now 
flowing to the right from C  is

A3.%v + %.5.%v - 5. ^  v
With voltags doubling at the right hand 
end of ths signal line, this rises tog
5. ^  v, sufficient to switch any logic
gates driven. Meanwhile, the initial 
signal reaching B, amplitude -5.%v, 
does not see exactly a short circuit. 
Actually, the reflection coefficient 
(equation (26)) is 1/10 - 200 •

i/itrT ĵoo
A tiny signal enters ths capacitor,
value v(l+ o) - 2/10 - -

200" * 5 5 “v *
This signal travels to A where it 

doubles, and ths capacitor now sags to 
10 ov below 5v. If the only source of 
energy is the capacitor, then by repeat­
ed reflections the capacitor will 
gradually sag down to zero volts. In 
fact, of course, the situation is 
restored via yet another transmission 
line back to the power supply.



I N T E R N A L  O B S T R U C T I O N  A N D  

S U P E R F I C I A L  C O N D U C T I O N

T h e  p r o p e r t i e s  o f  a  p e r f e c t  c o n d u c t o r  

a r e  d e r i v e d  f r o m  t h o s e  o f  c o m m o n  c o n d u c t ­

o r s  b y  e x a m i n i n g  w h a t  w o u l d  h a p p e n  i f  t h e  

r e s i s t i v i t y  w e r e  c o n t i n u o u s l y  r e d u c e d ,  

a n d  u l t i m a t e l y  b e c a m e  z e r o .  I n  t h i s  w a y  

w e  f i n d  t h a t  a  p e r f e c t  c o n d u c t o r  i s  a  

p e r f e c t  o b s t r u c t o r ,  f o r  o n e  t h i n g ,  w h i c h  

i d e a  i s  s i n g u l a r l y  a t  v a r i a n c e  w i t h  

p o p u l a r  n o t i o n s  r e g a r d i n g  c o n d u c t o r s .

B u t  i t  i s  a l s o  a  p e r f e c t  c o n d u c t o r  

l i t e r a l l y ,  t h o u g h  i n  a  d i f f e r e n t  s e n s e  

t o  t h a t  c o m m o n l y  u n d e r s t o o d .  O h m ' s  l a w  

h a s  p l a y e d  s o  i m p o r t a n t  a  p a r t  i n  t h e  

d e v e l o p m e n t  o f  e l e c t r i c a l  k n o w l e d g e ,  

e s p e c i a l l y  o n  t h e  p r a c t i c a l  s i d e ,  t h a t  

i t  i s  r e a l l y  n o t  a t  a l l  a  m a t t e r  o f  

w o n d e r  t h a t  s o m e  p r a c t i c i a n s  s h o u l d  h a v e  

b e e n  s o  r e l u c t a n t  t o  t a k e  i n  t h e  i d e a  o f  

a  c o n d u c t o r  a s  a n  o b s t r u c t o r .  S c i e n t i f i c  

m e n  w h o  c a n  f o l l o w  t h e  r e a s o n i n g  b y  

w h i c h  t h e  f u n c t i o n s  o f  c o n d u c t o r s  f o l l o w  

f r o m  k n o w n  f a c t s  h a v e  n o  d i f f i c u l t y  i n  

p u r s u i n g  t h e  c o n s e q u e n c e s  f a r  b e y o n d  

e x p e r i m e n t a l  o b s e r v a t i o n .  A g a i n ,  y o u n g e r
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men, with fewer prejudices to surmount, 
do not find much trouble with super­
ficial conduction and internal 
obstruction* But the old established 
practitioner with prejudices, who could 
not see the reason, was put into a 
position of some difficulty - resembling 
chancery. If you have got anything new, 
in substance or in method, and want to 
propagate it rapidly, you need not . 
expect anything but hindrance from the 
old practitioner - even though he sat 
at the feet of Faraday. Beetles could 
do that. Besides, the old practitioner 
is apt to measure the value of science 
by the number of dollars he thinks it 
is likely to bring into his pocket, 
and if he does not see the dollars, he 
is very disinclined to disturb his 
ancient prejudices • But only give him 
plenty of rope, and when the new views 
have become fashionally current, he 
may find it worth his while to adopt 
them, though, perhaps, in a somewhat 
sneaking manner, not unmixed with 
bluster, and make believe he knew all 
about it when he was a  little boy!
He sees a  prospect of dollars in the 
distance, that is the reason. The 
perfect obstruction having failed, try
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C h e  p e r f e c t  c o n d u c t i o n .

T h e  s e n s e  i n  w h i c h  a p e r f e c t  conductor 
is a  p e r f e c t  c o n d u c t o r  i n  r e a l i t y  is that 
i t  a l l o w s  e l e c t r o m a g n e t i c  w a v e s  t o  s l i p  

a l o n g  i t s  s u r f a c e  i n  a  p e r f e c t l y  free 
m a n n e r ,  w i t h o u t  w a s t e  o f  e n e r g y .  Though 
p e r f e c t l y  o b s t r u c t i v e  I n t e r n a l l y ,  it is 
p e r f e c t l y  c o n d u c t i v e  s u p e r f i c i a l l y .  It 
m e r e l y  g u i d e s  t h e  w a v e s ,  a n d  i n  t h i s  less 
t e c h  n i c a l  s e n s e  o f  c o n d u c t i o n  t h e  idea 
o f  a  p e r f e c t  c o n d u c t o r  a c q u i r e s  fresh 
l i f e .
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ON THE TRANSMISSION OF ENERGY THROUGH 
WIRES BY THE ELECTRIC CURRENT

Consider the electric current, how 
it flows. From London to Manchester, 
Edinburgh, Glasgow, and hundreds of 
other places, day and night, are sent 
with great velocity, in rapid succession, 
backwards and forwards, electric curr­
ents, to effect mechanical motions at 
a distance, and thus serve the material 
Interests of man.

By the way, is there such a thing 
as an electric current? Not that it is 
intended to cast any doubt upon the 
existence of a phenomenon so called; 
but is it a current - that is, some­
thing moving through a wire? Now, 
although nothing but very careful 
inculcation at a tender age, continued 
unremittingly up to maturity, of the 
doctrine of the materiality of elect­
ricity, and its motion from place to 
place, would have made me believe it, 
still, there is so much in electric 
phenomena to support the idea of elect­
ricity being a distinct entity, and the
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f o r c e  o f  h a b i t  i s  s o  g r e a t ,  t h a t  i t  i s  

n o t  e a s y  t o  g e t  r i d  o f  t h e  i d e a  w h e n  

o n c e  i t  h a s  b e e n  f o r m e d .  I n  t h e  h i s t o r ­

i c a l  d e v e l o p m e n t  o f  s c i e n c e ,  s t a t i c  

p h e n o m e n a  c a m s  f i r s t .  I n  t h e m  t h e  a p p a r ­

e n t  i n d i v i d u a l i t y  o f  e l e c t r i c i t y ,  i n  t h e  

f o r a  o f  c h a r g e s  u p o n  c o n d u c t o r s ,  i s  m o s t  

d i s t i n c t l y  i n d i c a t e d .  T h e  f l u i d s  m a y  b e  

c h i l d i s h  n o t i o n s ,  a p p r o p r i a t e  t o  t h e  

i n f a n c y  o f  s c i e n c e ;  b u t  s t i l l  e l e c t r i c  

c h a r g e s  a r e  e a s i l y  i m a g i n a b l e  t o  b e  

q u a n t i t i e s  o f  a  s o m e t h i n g ,  t h o u g h  n o t  

m a t t e r ,  w h i c h  c a n  b e  c a r r i e d  a b o u t  f r o m  

p l a c e  t o  p l a c e .  I n  t h e  m o s t  n a t u r a l  

m a n n e r  p o s s i b l e ,  w h e n  d y n a m i c  e l e c t r i c i t y  

c a m e  u n d e r  i n v e s t i g a t i o n ,  t h e  s t a t i c  i d e a s  

w e r e  t r a n s f e r r e d  t o  t h e  e l e c t r i c  c u r r e n t ,  

w h i c h  b e c a m e  t h e  a c t u a l  n o t i o n  o f  e l e c t ­

r i c i t y  t h r o u g h  a  w i r e .  T h i s  h a s  r e a c h e d  

I t s  f u l l e s t  d e v e l o p m e n t  i n  t h e  h a n d s  o f  
t h e  G e r m a n  p h i l o s o p h e r s ,  f r o m  W e b e r  t o  

C l a u s i u s ,  r e s u l t i n g  i n  i n g e n i o u s  e x p l a ­

n a t i o n s  o f  e l e c t r i c  p h e n o m e n a  b a s e d  u p o n  

f o r c e s  a c t i n g  a t  a  d i s t a n c e  b e t w e e n  

m o v i n g  o r  f i x e d  i n d i v i d u a l  e l e m e n t s  o f  

e l e c t r i c i t y .  *
R e t u r n  t o  o u r  w i r e  f r o m  L o n d o n  t o  

E d i n b u r g h  w i t h  a  s t e a d y  c u r r e n t  f r o m  t h e  

b a t t e r y  i n  L o n d o n .  T h e  e n e r g y  i s  p o u r e d  

o u t  o f  t h e  b a t t e r y  s i d e w a y s  i n t o  t h e
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dielectric at a steady rate. Divide 
into tubes bounded by lines o£ energy- 
current. They pursue in general 
solenoldal paths in the dielectric, 
and terminate in the conductor. The 
asu>unt of energy entering a given length 
of the conductor is the same wherever 
that length may be situated. The lines 
of energy-current are the Intersections 
of the magnetic and electric equipoten- 
tlal surfaces. Most of the energy is 
transmitted parallel to the
wire nearly, with a  slight slant towards 
the wire in the direction of propagat­
ion; thus the lines of energy-current 
meet the wire very obliquely. But some 
of the outer tubes go out into space to 
an immense distance, especially those 
which terminate on the further end of 
the wire. Others pass between tha wire 
and the earth, but none in the earth 
Itself from London to Edinburgh, or 
vice versa, although there la a small 
amount of energy entering the earth 
straight downwards, especially at the 
earth "plates” . If there is an instr­
ument in circuit at Edinburgh, it is 
worked by energy that has travelled 
wholly through the dielectric, then 
finding its way into the instrument.••
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The lut two chapters were written 
by Oliver Heaviside.

"Electromagnetic Theory", Vol. 1, 
page 337; end "Electrical Papers", 
Vol. I, page 434, 1892.

Another dories is now available 
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by I. Catt, ISBN: 0 906340 02 0 ,
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